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Abstract: Digital image processing becomes a wide area of applications that introduce in each part of real life. 

One of the big challenge of digital image processing is how to speed up the processing speed in order to support 

the real time application. The main objective of this work is to design a simple method that achieve the digital 

image processing with in the real time video rate. The architecture of real time digital image processing 

approach needs high speed components to process a big amount of pixels at minimum time as possible. The 

implemented approach used Erasable Programmable Logic Device (EPLD) to realize the real time digital 

image processing. This approach combine both parallel processing and pipeline processing in the architecture. 

This approach leads to good architecture performance. 
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I. Introduction 
The most important concept of the design of any system is the right compensation between cost and 

quality [1,2]. Roughly speaking about quality of image that have big amount of pixels, on the hand this big 

amount of pixels need a high speed of processing to reach the real time of processing [3,4]. So most of digital 

image processing try to combine between software and hardware in such a way to achieve reliability and high 

speed of processing [5,6,7]. Increasing the size of image leads to increase the number of pixel per image that 

means required more processing time but on the other hand this gives good quality [8,9,10]. 

Programmable Logic Device (PLD) and Programmable Logic Array (PLA) have been in use since 70s 

[11,12,13]. Real time processing deals with the introducing more hardware in the implemented system 

[14,15,16]. At this point of view introducing pipeline processing and parallel processing lead to high speed of 

processing [17,18,19]. On the other word introducing Erasable Programmable Logic Device (EPLD) leads an 

acceptable approach for real time digital image processing [20,21,22]. 

To address this design challenge in the domain of image processing, EPLD approach have been 

presented that introduce an efficient hardware architecture for digital image processing. This approach try to 

overcome the problems arise of real time image processing. 

 

II. Digital Image Processing 
Image processing is a direct application of two dimensional signal processing, on the other hand any 

processing via processors is a type of digital processing including digital image processing [23,24]. Processing 

filed can be categorized according input and output data into types (Fig. 1) [25,26]: 

Data processing (ID/OD), in which the input is data and the output is data. This including the study of 

generation of data including controlling data, pattern recognition etc. [27,28]. Artificial intelligent (II/OD), in 

which the input is image and the output is data. This receive all pixels from image and produce some significant 

output data such as statistics, area, information, histogram etc. [29,30].  

Computer vision (ID/OI), in which the input is data and the output is image. This including that 

algorithm which receive input data generated by certain devices to generated images. This also may be used to 

find the structure of the system [31,32]. 

Image processing (II/OI), in which the input is image and the output is image. This make some 

transformation of images to generate an output image with same size of input. These algorithms may be filter, 

convolution, enhancement, transformation etc. [33,34]. 
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Figure 1 fields of processing 

 

III. Literature Review 
The field of architecture for digital image processing is widely expanded for their wide range of 

application and published works. This section will be focusing on the updated published papers. 

S. Schulze, S. Sawitzki (2012) introduced and explained the basic methods for describing hardware in 

Lava to the implementation of the instruction set architecture and the structure and control of the pipelines. The 

results of the FPGA synthesis are presented and compared with a traditional design flow based on VHDL. The 

implementation of a coprocessor interface used to accelerate application-specific code is discussed with the Fast 

Fourier Transformation case study. For the best knowledge of the authors, this is the first attempt to describe, 

simulate, verify, synthesize and test a complete von Neumann machine in Lava. The project experiments are 

summarized, followed by an outline of the possible orientations for the improvement of the lava in particular 

and of the functional languages of description of the material in general [35]. 

Thorsten M. Buzug (2012) proposed two magnetic fields for static selection field and an oscillating 

drive field are created and superimposed. If super paramagnetic iron oxide (SPIO) nanoparticles are subjected to 

the oscillating magnetic field, the particles will react with a non-linear magnetization response, which can be 

measured with a suitable collection coil device. Due to the non-linearity of the magnetization of the particles, 

the signal received consists of the fundamental excitation frequency as well as the harmonics. After separation 

of the fundamental signal, the concentration of the nanoparticles can be reconstructed quantitatively as a 

function of the harmonics. Spatial coding is done with the static selection field that produces a free field point, 

which is moved in the field of view [36]. 

Anders Eklund (2013) described a colored digital image processing system. This system can configure 

a set of filters according to the requirements of a user, to adapt the system to the images to be processed. This 

approach performed smoothing, edge detection, histogram equalization, color normalization, and gloss 

normalization functions. The system has been described using the hardware description language of system 

Verilog and implemented in an Altera FPGA. Due to its configurable feature, this system is capable of 

processing color images for various applications such as agriculture and medicine [37]. 

Amir Gargouri, Dorra Sellami Masmoudi (2013) focused on a new digital architecture of the pulsed 

mode neuro-fuzzy system with a learning ability on chip. The main objective is to use the exceptional neuro-

fuzzy characteristics in the function approximation and implement a reconfigurable architecture with a chip-

based learning in a field-programmable gate array platform. Details of the entire design are provided with on-

chip learning solutions. As an application illustrated the effectiveness and scalability of the proposed pulsed 

mode neuro-fuzzy system. Image degradation approach is considered that is very important step in image 

processing work. The experimental results show a high efficiency of the proposed method, surpassing the other 

decontamination techniques [38]. 

A. Swarnalathaa, A.P. Shanthi (2014) achieved a major acceleration by transferring the implementation 

to the hardware. The main problems to be dealt with in the implementation of the hardware are the scalability, 
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the flexibility and the reduction of the calculation time. This is the first system based on full hardware evolution 

on the programmable chip for evolvable hardware. The architecture includes the memory and the modules 

necessary to perform all the operations of the algorithm. It is built entirely in the configurable logic blocks of a 

field programmable gate array. The encoding is performed using the Verilog hardware description language. 

The results show that the architecture is able to respond to the unrestricted evolution of the number of 

generations, accompanied by increasing in the use of resources [39]. 

Zhilei Chai et al. (2014) studied the acceleration of algorithms for the detection of image limits by 

parallelism material. The probability limit algorithm is selected as the representative algorithm for detecting 

high quality boundary based on the gradient. First, there are different types of parallelism in probability limit 

and are analyzed. Next, this approach discussed an appropriate hardware structures to accelerate probability 

limit as a function of these parallels. Finally, the performance, accuracy and scalability of the probability limit 

parallel detector accelerated by the hardware is presented. This document demonstrates a promising way to 

improve the real-time performance of high quality image border detection systems, especially when integrated 

and real time systems are considered [40]. 

Oliver Reiche et al. (2015) Explained two approached, one approach is to use a domain-specific 

language to generate code highly optimized for synthesis using high-level general purpose synthesis 

frameworks. Another approach is to instantiate a generic IP-Core VHDL library for local image operators. They 

provided a comparison of the results for both approaches, a non-expert algorithm developer can achieve. In 

addition, an automatic optimization process is presented to give the developer more control algorithm at the time 

of operations for the use of resources, which could be applied through the two approaches. To evaluate this 

optimization procedure, this approach compared the implementations of FPGA accelerators result with highly 

optimized several image filters relevant for image processing and near-sensor video with strict real-time 

constraints [41]. 

Luis Araneda, Miguel Figueroa (2015) presented a hardware architecture for real-time digital video 

stabilization for high performance embedded systems. The stabilization algorithm analyzed the current and past 

video images and obtained a motion estimation vector, which is filtered to isolate unwanted camera movements 

from the intentional pan. The vector is then used to correct the output video frame. The approach described the 

hardware architecture for motion estimation, filtering and correction and its implementation in a Xilinx Spartan-

6 LX45 FPGA. The results are evaluated on several reference video sequences, both visually and using the inter-

frame conversion fidelity index [42]. 

Garnet Wilson, Y. Premson (2016) explained the procedure to achieve real-time performance for high-

definition video applications, it is necessary to design an effective hardware architecture to improve contrast to 

meet the needs of real-time processing. Also this approach explained a modified adaptive gamma correction 

algorithm with weight distribution to improve contrast. This new hardware-oriented contrast enhancement 

algorithm is modeled in Xilinx system generator and implemented in FPGA using Zed Board XC7Z020. This 

algorithm improved the material-oriented contrast allows good image quality by measuring the results of 

qualitative and quantitative analyzes [43]. 

Sambaran Hazra et al. (2016) presented a new histogram generation hardware architecture, which can 

develop a histogram for all types of grayscale images (256 x 256). The histogram produced from the proposed 

material provides exactly the same information as that obtained from a histogram plot using a simulation tool 

such as Matlab with 100% accuracy. The physical realization of the architecture makes it possible to generate a 

histogram in real time in medical and military applications, which is practically difficult in software-based 

implementations. The experimental results show that the operating frequency of the proposed architecture is 

very high for both Field Programmable Gate Array (FPGA) and programmable SoC [44]. 

Wei Jin et al. (2017) proposed a CMOS image signal processor of 4928 × 3264 pixels for low-

complexity, high-performance digital cameras. To reduce equipment costs and maintain a high performance, 

new algorithm is proposed to process image signals. A joint disassembly and relocation algorithm is presented 

for color interpolation and the elimination of Gaussian noise. This new set algorithm achieves high performance 

and logs line buffers. In addition, improving the edge of the image is done together with this algorithm to save 

the cost of memory. Then, an automated low-complexity white-balance hardware architecture based on a 

histogram equalization algorithm is presented. This approach eliminates the impulse noise, via hardware 

implementation of high performance and low complex based on the average filter using only nine comparators 

[45]. 

Aakash Patil (2017) demonstrated the use of a low power and compact random feature extractor 

hardware (RFE) implementation in image recognition applications. It is shown that weight distributions with 

zero means are necessary for good performance in this application. This approach shows the performance in this 

application of a newly proposed weight reuse technique that practically expands the number of random 

functionalities available from the random feature extractor kernel. In addition, this approach proposed a method 

to reduce computation costs by pruning random neurons "unknowns" or random redundant [46]. 
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IV. Methodology 
This approach guided a direct methodology that start a simple and effective procedure to design and perform the 

architecture for digital image processing via the EPLDs. 

 

EPLD Architecture 

Integrated circuits (IC) starts from few processing elements up to Ultra High Scale Integration (UHSI) 

that integrate millions of processing elements via IC. For a long time EPLD started a significant field of 

processing via building ICs associated with the real time system design concentrated on specific hardware at 

low cost. Image processing algorithm is designed and implemented using EPLD circuit to perform the input and 

output specifications (identify all pins), this named as Transformation Units (TUs). Also other specifications of 

EPLD chip is determined to perform data in/data out algorithm that named Generation of Data Units (GDUs). 

Depending on these specifications an image processing system is developed that shown in Fig, 2. In 

this system many embedded algorithms can be run at real time including the necessary circuits of TUs and 

GDUs that implemented via EPLD. From the implemented system if is more convenient that the pipelines 

(which represented the paths between TUs that can be programmed), these paths can be determined by software 

on a network of switches. 

 

 
Figure 2 EPLD architecture 

 

Transformation Units Architecture 

Transformation units is designed to perform image processing unit pixel by pixel to generate an output 

image that depends on the hardware design of the TU architecture. One of the main characteristic of the 

implemented design is that must be able to work in real time within the video rate. TUs always required certain 

paths to communicate with the processor, this communication is necessary to perform different functions in the 

TUs. Considering that this communication dose not interrupt the processing rate of video signal. Applying this 

configuration leads a set of daughter board with EPLDs can be performed and many different tasks can be 

implemented such as refresh memory, binarization, convolution, filtering, histogram, storage, etc. 

Each TU receives input image as flow of pixels from preceding TU and transmit that to the next TU. 

The first TU of the pipeline receives its input from a digitizer, and the last TU deliver its output to a video signal 

generator. As the image is processed through TUs pipeline, then the performance of the system increases greatly 

if the path of the image can be programmed. Consequently, it is necessary to configure the network between 

input and output of each TU. Fig. 3 illustrate how this network receives all outputs from TUs and generates all 

inputs to TUs. The input firstly converted into digital using analog to digital convertor (ADC) then the output 

converted into digital form using digital to analog convertor (DAC). The correspondence between inputs and 

outputs of the network can be programmed by the system processor. All the inputs (flow of pixels) must be 

accepted by the network at video rate and the computer must be generated at the same rate, but it does not 

matter the time delay between the input (pixels) and the output result (pixels). 
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Figure 3 configurable network architecture 

 

Implemented System Approach 

The architecture of the real time digital image processing system based on EPLD is implemented to perform the 

video rate processing. This system consist of many hardware parts such as (Fig. 4): 

 ADC: analog to digital convertor that convert analog image into digital form to be processed at the 

specified processor. ADC is chosen to be 8 bits that perform one pixel, in addition it is of flashing type that 

achieve high speed of conversion. 

 DAC: digital to analog convertor that convert digital image into analog form to be displayed on the screen. 

DAC is chosen to be 8 bits that receive one pixel of 8 bits, in addition it is of flashing type that achieve high 

speed of conversion. 

 TU architecture: four units of TU are used and configure to perform point processing, area processing and 

two storage units. 

 DGU architecture: this unit is implemented to perform the histogram operation in which calculate number 

of pixels in each gray scale. 

 ALU: arithmetic logic unit is implemented to perform the required operation for the overall system. 

 Processor: this is a digital signal processing (DSP) processor that perform high speed processing. The main 

purpose of the DSP processor is used to control both flow of data (pixels) and the addressing of data in 

addition it is the main control of the all units of the system. 

These parts are connected and synchronized with the video rate according to the flow of pixels. The 

communications between these parts are established to perform the mentioned operations via the algorithms that 

run with the same hardware unit. Convolution is one of the important operation, so to perform the convolution 

operation of N1*N2 mask and M1*M2 image, this operation has the ability to change the filter coefficient 

which represent the mask coefficients. The TUs and DGUs are able to receive images pixel by pixel at video 

rate. The network receives all the outputs of TUs and generates all the inputs to the TUs and DGUs without 

changing. The networks are constructed from set of big multiplexers and it is easier to make it with a structure 

able to perform a sequential reading of input and sequential writing of output, this network is more efficient 

applying EPLDs. 

 
Figure 4 implemented system approach 
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V. Conclusion and recommendation 
The required information concerned as an important part of the system design and implementation. The 

hardware architecture of the implemented system deals with high speed of processing, in addition this aspect is 

an important part if digital image processing. Digital image processing architecture have been developed to 

perform many operations of this field of processing. An analyzed of the requirements for image processing 

applications is the guide to establish what requirements are common for more sets of tasks. Introducing EPLD 

lead to develop an efficient architecture with high characteristics such as high resolution, perfect integrated 

circuits with specified functions, and flexibility of programmable software in addition to work with high speed 

processing. 
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